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ABSTRACT

Extrapolation technique of weather radar echo possesses a widely application prospects in short-term nowcast. The traditional methods of radar echo extrapolation are difficult to obtain long limitation period and lacking in utilization rate of radar data. To solve this problem, this paper proposes a method of weather radar echo extrapolation based on convolutional neural networks (CNNs). In order to adapt the strong correlation between weather radar echo images of contiguous time, on the basis of traditional convolutional neural networks, this method present a new CNNs model, namely, Recurrent Dynamic Convolutional Neural Networks (RDCNN). RDCNN consists of recurrent dynamic sub-network and probability prediction layer, and constructs a cyclic structure in the convolution layer, which improve the ability of RDCNN to process time-related images. In the experiments of radar data from Nanjing, Hangzhuo and Xiamen, compared with traditional methods, this method has achieved higher accurate of extrapolation and extended the limitation period effectively, which meets the requirement for application.

INTRODUCTION

Nowcasting convective precipitation has long been an important problem in the field of weather forecasting, especially for preventing disaster weather [1]. The goal of precipitation nowcast is to make prediction of rainfall intensity precisely and timely in local region over relatively short period of time. Since precipitation nowcast requires for more accurate forecasting resolution and time than other traditional rainfall or temperature predictions, this challenging operation has emerged as a popular research topic in the meteorologic field [2]. At present, the extrapolation forecast based on radar echoes is the mainstay of precipitation nowcast [3,4], more accurate and efficient predicted radar echos are crucial for improving the accuracy of short-term precipitation nowcast. The purpose of the radar echo extrapolation is to predict the future position and intensity of the radar echo based on the current radar observations[5]. The key to radar echo extrapolation is to obtain a reliable extrapolated echo image. The essence of radar echo extrapolation is based on the current and historical moments of radar echo images to predict next, unseen one. Existing methods for radar echoes extrapolation can roughly be categorized into two classes, centroid tracking methods and TREC (Tracking Radar Echoes by Correlation) methods [5,6,7].

The centroid tracking method relies on the reflectivity factor threshold to identify the storms. It is mainly applied to the tracking of storms and difficult to predict large-scale precipitation echoes. The TREC methods predicts the future echoes by
calculating the correlation of radar echoes at previous several moments. Based on the TREC methods, the researchers further developed COTREC (Continuity of TREC vectors) and DITREC (Difference Image based TREC) along with other methods, which widely used in precipitation forecasting. However, this TREC methods only based on past several radar echo images to predict the next radar echo image, which is defective in data utilization. And the effective forecast time usually can not exceed one hour.

To solve this problem, we examine this challenging weather forecasting operation from machine learning and propose a method of weather radar echo extrapolation based on convolutional neural networks (CNNs). In recent years, there have been few studies on CNNs applied to weather forecasting. Xingjian et al. [8] proposed the convolutional LSTM (ConvLSTM) by adding the convolutional structures in fully connected LSTM (FC-LSTM). Singh et al. [9] uses convolutions within recurrence structure in recurrent neural networks exploiting both spatial and temporal dependencies in the data, which achieved state-of-the-art performance while reducing the model size by 4 times compared with the conventional model. This paper presents a new CNNs model, namely, recurrent dynamic convolutional neural networks (RDCNN). Specifically, observing that a radar image in the sequence can be usually approximated as a translation of the previous image in the sequence, CNNs in this paper is trained by a variety of weather radar images sorted by time to learn about how echoes translate and predict the next radar image in the sequence. To accommodate the strong correlation between radar echo images at adjacent times, we modify the network structure on the basis of traditional CNNs, so that the convolution kernels can save the history training information in the training process, and the convolution kernels vary from input to input during testing. RDCNN is more suitable for the radar echo extrapolation in process a series of time-related image sequences. In the comparison experiment, we compare the prediction of RDCNN to other baselines, including the ripe COTREC method. We show that by using RDCNN, we gain the improvement in accuracy of predictions compared to the other baselines.

PRELIMINARIES
Convolutional Neural Networks (CNNs)

In recent years, convolutional neural networks are becoming increasingly popular in solving various computer vision applications, such as: object recognition, objection localization, cancer detection and face recognition [10,11,12,13]. What sets CNNs apart from other neural networks are the use of the convolutional layer and the sampling layer [10]. The convolutional layer computes the output feature maps by convolving the feature maps of the previous layer with a set of convolution kernels, and the sampling layer reduces the resolution of its input feature maps [14,15]. The convolutional layer computes the output feature via the following equations:

\[ y_j = f \left( \sum_{i \in M} k_{ij} \ast x_i + b_j \right) \]  

(1)
Figure 1. The architecture of RDCNN. RDSN is a sub-network which computes the probability vectors. The last image in the sequence and the probability vectors then input into PPL to predict the next radar echo image.

where \( f(\cdot) \) is an element-wise non-linearity, such as a sigmoid or hyperbolic tangent, \( M \) is the set of input feature maps, \( x_i \) is the i-th input feature map, \( y_j \) is the j-th output feature map, \( b_j \) is the j-th bias, the convolution kernels would be denoted by \( k_{ij} \) and the * symbol is the convolution operator. The sampling layer computes the output feature via the following equations:

\[
y_j = g(x_i)
\]

where \( g(\cdot) \) is a sampling function, such as Mean-pooling or Max-pooling.

Recurrent Neural Networks (RNNs)

The conventional neural networks are difficult to deal with time-related data. Recurrent neural networks (RNNs) are a class of artificial neural network where connections between units form a directed cycle [16]. This allows it to exhibit dynamic temporal behavior. Unlike feedforward neural networks, RNNs can use their internal memory to process arbitrary sequences of inputs. This makes them applicable to tasks such as speech recognition [17] or text recognition [18].

RNNs store historical training information through the cyclic structure. Radar echo extrapolation is to process time-dependent image sequences. By referring to the cyclic structure of RNNs, it is possible to enhance the ability of the network to process timing-related image sequences.

RECURRENT DYNAMIC CONVOLUTIONAL NEURAL NETWORK (RDCNN) MODEL

This work proposes a recurrent dynamic convolutional neural network (RDCNN) model combining a deep CNNs with the cyclic structure learn from RNNs. RDCNN consists of recurrent dynamic sub-network (RDSN) and probability prediction layer (PPL), it obtains the characteristics of the radar echo image sequence then predicts the next radar echo image. Figure 1 shows the overall structure of the model. When we use RDCNN to forecast future radar echo images, firstly the RDSN processes four radar echo images to obtain two probability vectors, then the resulting probability vector and the last image in the input sequence are input to the PPL, finally, the last image is convoluted with the probability vectors in the PPL to calculate the next radar echo image.
Recurrent Dynamic Sub-network (RDSN)

Recurrent dynamic sub-network is the main part of RDCNN, which is a separate CNNs model. The radar image sequence is input into the RDSN, and two one-dimensional vectors are calculated by the convolution layers, the sampling layers and the classifier. In RDSN, the hidden layer and the convolution layer make up the cyclic structure. The cyclic structure in RDSN is shown in Figure 2. In the cyclic structure, the convolution layer is connected with the hidden layer, the output feature maps of the convolution layer is processed by the hidden layer, after that, the information is re-entered into the convolution layer at the next time step.

The overall structure of RDSN is shown in Figure 3. The four radar images of size 280×280 are given as inputs to a convolutional layer (C1) with 12 convolution kernels of size 9×9. The resulting 12 feature maps are then passed to a sampling layer (S1) and a hidden layer (H1). S1 takes the max over 2×2 spatial blocks with a stride of 2, and H1 with 4 convolution kernels of size 9×9 compute 4 feature maps that input into C1 at next time step. The next 3 convolutional layers (C2, C3, C4) contain 32 filters of size 9×9. The resulting 32 feature maps are then passed to its next sampling layer and hidden layer, the sampling layers (S2, S2, S4) take the max over 2×2 spatial blocks with a stride of 2, and the hidden layers (H2, H3, H4) with 8 convolution kernels of size 9×9 compute 8 feature maps that input into corresponding convolutional layers at next time step. This is followed by another conventional convolutional layer (C5) with 32 filters of size 7×7. The resulting 32 feature maps are then passed to a classifier (F1) and a hidden layer (H5), H5 with 8 parameters compute 8 feature maps that input into C5 at next time step, and F1 expands the feature maps into a column vector of size 521 × 1, then apply softmax function to the column vector to calculate two probability vectors, VPV and HPV. Due to the characteristics of the softmax function, VPV and HPV are positive and sum to 1, which could be considered as vectors of probabilities. It should be noted that when calculating the output feature maps the hidden layer, we need zero padding to ensure that the resolution of output maps match with the input maps of convolution layer.

Probability Prediction Layer (PPL)

The input of the PPL includes the last image in the sequence and the probability vectors calculated by RDSN, through two convolution operations, PPL computes the
Figure 3. The overall structure of RDSN with five convolutional layers (C1, C2, C3, C4, C5), four sampling layers (S1, S2, S3, S4), five hidden layers (H1, H2, H3, H4, H5) and one classifier.

Figure 4. The structure of PPL. DC1 takes the last image in the sequence and convolves it with VPV, DC2 takes the output of DC1 and convolves it with HPV to compute the next radar echo image. The final predicted image. Figure 4 shows how PPL works. It contains two network layers of DC1 and DC2. The vertical probability vector VPV is taken as the convolution kernel of DC1 and convoluted with the last image in the sequence to get the feature map of size $240 \times 280$. The horizontal probability vector HPV is the convolution kernel of DC2 and convoluted with the obtained feature map from DC1 to predict the next radar echo image.

EXPERIMENTS

The RDCNN was developed, tested and compared to alternatives on own designed radar echo dataset for radar echo prediction. In the experiment, the convolution kernel is initialized according to the Xavier method [19]. The back propagation algorithm is adopted in the training process, and the network parameters
are updated by the gradient descent method with the a momentum of 0.9. The learning rate is 0.0001, and the number of iterations is 40.

In the comparative experiment, the RDCNN and the mature COTREC algorithm were used to predict the three precipitation processes in 2016, which are Nanjing on July 11, Hangzhou on August 20 and Xiamen on July 9. The future radar echo images are obtained by RDCNN and other baselines, then we analyze the advantages and disadvantages of different radar echo extrapolation methods from both the prediction images and the precipitation nowcasting metrics.

**Radar Echo Dataset**

We create three radar echo datasets from CINRAD-SA type Doppler weather radar data, and all the three datasets are independent. The first dataset contains radar images taken in Nanjing, Jiangsu, the second dataset contains radar images taken in Hangzhou, Zhejiang and the third dataset contains radar images taken in Xiamen, Fujian. Each dataset is split into training set and testing set, the three training sets contain 12,000 samples each, and the testing sets contain 1,000 samples each. There are five images for each sample, marked as \( \{x_1, x_2, x_3, x_4, x_5\} \). Among them, \( \{x_1, x_2, x_3, x_4\} \) are the input image sequence with size of \( 280 \times 280 \), \( x_5 \) is the ground truth for calculating error. The time interval between images is 6 min.

**Prediction Images Analysis**

We apply the RDCNN and COTREC algorithms to predict the above three precipitation processes, the results are shown in Figure 5. We can find that RDCNN can obtain more accurate prediction, and can estimate the generation and demise of precipitation echo better. Although COTREC can provide sharper predictions than RDCNN, the accuracy of the predictions is generally not as precise as it, especially at the boundary. In addition, the results of RDCNN exist fuzzy effect. We believe that the fuzzy effect may be due to the inherent uncertainty of the task, that is, in the long-term prediction, it is almost impossible to make accurate predictions for the entire radar map, especially when RDCNN has learned various transformation modes of precipitation during training.
Figure 6. Comparison of four precipitation nowcasting metrics on different models over 15 prediction step.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>CSI</th>
<th>FAR</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDCNN</td>
<td>1.376</td>
<td>0.573</td>
<td>0.187</td>
<td>0.682</td>
</tr>
<tr>
<td>COTREC</td>
<td>1.753</td>
<td>0.499</td>
<td>0.292</td>
<td>0.610</td>
</tr>
<tr>
<td>Last Image</td>
<td>2.264</td>
<td>0.366</td>
<td>0.444</td>
<td>0.419</td>
</tr>
</tbody>
</table>

**Precipitation Nowcasting Metrics Analysis**

We evaluate these methods using several commonly used precipitation nowcasting metrics, include rainfall mean squared error (RMSE), critical success index (CSI), false alarm rate (FAR) and probability of detection (POD) [8]. The RMSE metric is defined as the average squared error between the predicted rainfall and the ground truth. Since our predictions are done at the pixel level, we need to convert the image gray scale into radar echo intensities and calculate the precipitation intensity through Z-R relationship [20]. Then we calculate RMSE as follow:

$$
RMSE = \frac{1}{N} \sum_{\Omega} \left[ F(t_0 + \tau, x) - F(t_0 + \tau, x) \right]^2
$$

where $\Omega$ is the observation area, $N$ is the total number of pixels, precipitation intensity of the predicted rainfall and the ground truth on pixel $x$ at time step $\tau$ would be denoted by $F(t_0 + \tau, x)$ and $F(t_0 + \tau, x)$. Every pixel in prediction and ground truth is marked as 1 or 0 using a threshold of 0.5mm/h rainfall rate (raining or not) when calculating CSI, FAR and POD. Then count the numbers of hits pixels (prediction = 1, truth = 1), misses pixels (prediction = 0, truth = 1) and false pixels (prediction = 1, truth = 0), mark them as $n_h, n_m$ and $n_f$. CSI, FAR and POD are defined as follow:

$$
CSI = \frac{n_h}{n_h + n_m + n_f}, \quad FAR = \frac{n_f}{n_h + n_f}, \quad POD = \frac{n_h}{n_h + n_m}
$$
Figure 7. Correlation changes over forecast time during the three precipitation processes. (a) Nanjing on July 11, 2016 (b) Hangzhou on August 20, 2016 (c) Xiamen on July 9, 2016.

We apply the RDCNN and COTREC to predict the precipitation processes in Xiamen, July 9, 2016, and calculate four precipitation nowcasting metrics over 15 prediction steps. In addition, we use the Last Image in the sequence as a reference. Results are shown in Figure 6 and TABLE I. When the forecast time is short, both RDCNN and COTREC can perform well. While over 5 extrapolated steps, it can be seen that RDCNN outperforms the COTREC algorithm, especially on RMSE and FAR. We infer that the reason RDCNN perform better because it has seen similar patterns during training, it can discover this type of sudden changes and give reasonable predictions in the forecasting.

In this paper, the limitation period of radar echo extrapolation is described by de-correlation time $L$. It’s related to the correlation between the predicted echo image and the ground truth. The correlation factor $c$ is defined as follow:

$$c(\tau) = \frac{\sum_\Omega G(t_0 + \tau, x)G(t_0 + \tau, x)}{\sqrt{\sum_\Omega (G(t_0 + \tau, x))^2 \cdot \sum_\Omega (G(t_0 + \tau, x))^2}}$$

(5)

Where the gray scale of the pixel $x$ in the prediction and the ground truth at time step $\tau$ would be denoted by $G(t_0 + \tau, x)$ and $G(t_0 + \tau, x)$. The time that $c$ drops from 1 to 0 is defined as the de-correlation time $L$. Figure 7 shows $c$ changes over forecast time during the three precipitation processes. We can find that the value of $c$ decreases exponentially with the forecast time, compared with COTREC, the correlation factor $c$ of RDCNN decreases more slowly. The results show that $L$ of the COTREC method is approximately 2.4~3 hours, and $L$ of RDCNN is More than 4 hours.

**CONCLUSIONS AND FUTURE WORK**

Convolution neural networks have a far-reaching application prospect in the recognition and prediction of 2D images. In this paper, we have successfully applied the machine learning approach, especially CNNs, to the challenging precipitation nowcasting problem. We regard radar echo extrapolation as a spatiotemporal sequence forecasting problem and propose a new CNNs model, namely, RDCNN to solve the problem. RDCNN consists of RDSN and PPL, and constructs a cyclic structure between convolution layers and hidden layers, which improve the ability of the model to process time-related image sequence. Through experiments, we proved the effectiveness of RDCNN in radar echo extrapolation, especially in the boundary, RDCNN can predict the generation and demise of precipitation echo more accurately.
For future work, we will investigate how to optimize RDCNN to reduce the fuzzy effect of prediction, and apply RDCNN to video-based action recognition.
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